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Agenda
● Preparing your data
● ANOVA – Use in SPSS

– t-test to one-factorial ANOVA
– ANCOVA
– MANOVA
– Repeated-measures ANOVA – Profile analysis

● ANOVA – Assignment
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Acquire and organize a data set...

• Choose a code build up according to a schema, 

e.g., EXP_SUBJNR_DATE

• ideally 2 complementary parts (SUBJNR – DATE)

• create a unique directory structure; either SUBJ – 

measures or MEASURE – subjects

• try to computerize as many tasks as possible 

(convenience and smaller risk for errors)
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Acquire and organize a data set...

• describe / label your variables:
– in SPSS: use clear and descriptive labels
– for R: describe the coding (e.g., 1 = male, 2 = 

female) in a comment in the syntax

• allow yourself (and others) to understand your 

analyses) – data repositories
– store syntax files
– make an description of the variables / files in the 

study in the main directory
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Before you start analysing
• screening for obviously invalid data (e.g., 

response set: always the same response)

EXCEL: COUNTIF, STDEV
• how to deal with invalid / missing data

Analyze → Missing value analysis
– threshold for acceptable missing data?
– exclude variables or cases?
– replacement / computation?

• calculating sum scores or latent variables
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Before you start analysing
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EM performs an expectation-
maximization-estimation for
missing values; if OUTFILE is
given, these EM-estimated
variables are saved
alternatively, /REGRESSION
can be used for a regression-
based-estimation



Questions?

Comments?



Parametric vs. non-parametric
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Checking for outliers
● univariate – SPSS FREQUENCIES (box plots; for N < 1000 

→ p = .001 → z = ±3.3; only for DV and IVs that are used 

as covariates)

● multivariate: SPSS REGRESSION (Save → Distances → 

Mahalanobis; calculate “SIG.CHISQ(MAH_1,3)” and 

exclude p < .001; only for DV and IVs as covariates)

● IQR = Q3 – Q1 (sort your variable, take 25% position [Q1] 

and 75% position [Q3])

Outlier: Q1 – IQR * 1.5 [liberal] / 3.0 [strict]

Q3 + IQR * 1.5 [liberal] / 3.0 [strict]
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Data transformations
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Questions?

Comments?



From t-test to ANOVA

• Invisibility.sav from Fields data set

1 predictor (two step) – 1 dependent variable:

→ Analyze → Descriptive Statistics → Explore

(switch on Boxplots and Normality plots under Plots)

→ Analyze → Compare Means → t-test for

independent samples
(check for Homogeneity of Variance and choose results accordingly)

→ Analyze → General Linear Model →

Univariate...
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From t-test to ANOVA
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From t-test to ANOVA
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From t-test to ANOVA
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From t-test to ANOVA
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From t-test to ANOVA
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From t-test to ANOVA
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Questions?

Comments?



ANOVA: One factor

• Puppies.sav from Fields data set

1 predictor (three step [Dose]) – 1 

dependent variable [Happiness]:

• → Analyze → Descriptive Statistics 

→ Explore
(switch on Boxplots and Normality plots under Plots)

• → Analyze → General Linear 

Model → Univariate…
(+ Plots and Contrasts to help interpreting the results)
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ANOVA: One factor

• interpreting the output
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ANOVA: One factor
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ANOVA: One factor
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ANOVA: One factor
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ANOVA: One factor
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Different polynomial contrasts to check for trends in the data

the number of factor
steps determines the
number of inflection
points



ANOVA: One factor

UNIVERSITY OF BERGEN

PAGE 26



ANOVA: One factor
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• Contrasts to com-

pare different

stages of the data



ANOVA: One factor
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Questions?

Comments?



ANCOVA

using ancova.sav from TabachnikFidell_FilesSPSS:
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ANCOVA

using ancova.sav from TabachnikFidell_FilesSPSS:

check assumptions (missing data, normality, linearity)
Analyze → Descriptive statistics → Explore (ATTDRUG PHYHEAL MENHEAL 

PSYDRUG as DV, EMPLMNT, RELIGION as factors)

→ some violations of normality because of skewed 

distributions (all positive, small values) and some 

outliers → logarithmize PHYHEAL and PSYDRUG
COMPUTE lphyheal=LG10(phyheal).

COMPUTE lpsydrug=LG10(psydrug + 1).

EXECUTE.
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ANCOVA

using ancova.sav from TabachnikFidell_FilesSPSS:

Analyze → General Linear Model → Univariate

ATTDRUG as DV, EMPLMNT RELIGION as IVs;

LPHYHEAL MENHEAL LPSYDRUG as CVs

(a) Model: Sum of squares → Type I

(b) Plots: religion (h) * employment (l), error bars: SEM

(c) EM Means: all effects and interactions

(d) Options: Descriptives, Effect size
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ANCOVA
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ANCOVA
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Questions?

Comments?



MANOVA and MANCOVA

using manova.sav from TabachnikFidell_FilesSPSS 
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MANOVA and MANCOVA

using manova.sav from TabachnikFidell_FilesSPSS 
● check for univariate outliers:

SPLIT FILE SEPARATE BY ANDRM.
FREQUENCIES VARIABLES=ESTEEM CONTROL ATTROLE SEL2 INTEXT NEUROTIC
  /FORMAT=NOTABLE
  /STATISTICS=MEAN STDDEV VARIANCE MINIMUM MAXIMUM SKEWNESS KURTOSIS
  /ORDER=ANALYSIS.

Export tables to Excel / Calc and assess whether 

MIN and MAX are within the limits of MEAN +/- 3.3 

SD
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MANOVA and MANCOVA

using manova.sav from TabachnikFidell_FilesSPSS 
● check for multivariate outliers:

SPLIT FILE SEPARATE BY ANDRM.
REGRESSION
  /MISSING LISTWISE
  /STATISTICS COEFF OUTS R ANOVA
  /CRITERIA=PIN(.05) POUT(.10)
  /NOORIGIN
  /DEPENDENT CASENO
  /METHOD=ENTER ESTEEM CONTROL ATTROLE SEL2 INTEXT NEUROTIC
  /RESIDUALS=OUTLIERS(MAHAL).

Check the «Outlier statistics»-table for statistics 

larger than 22.458 (→ χ²
(6) 

for p = 0.001; p. 10)
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MANOVA and MANCOVA

using manova.sav from TabachnikFidell_FilesSPSS 
● test for homegeneity of regression:

use syntax in MANOVA_HOR.sps on MittUIB

check that the last effect in each model has a p > 

0.01 (usually it starts with POOL, for the first model 

with ESTEEM BY FEM...)
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MANOVA and MANCOVA

using manova.sav from TabachnikFidell_FilesSPSS
● carry out the MANOVA:

MANOVA ESTEEM,ATTROLE,NEUROTIC,INTEXT,CONTROL,SEL2 BY FEM,MASC(1,2)
  /PRINT=SIGNIF(STEPDOWN), ERROR(COR), HOMOGENEITY(BARTLETT, COCHRAN, BOXM)
  /METHOD=SEQUENTIAL
  /DESIGN=FEM, MASC, FEM BY MASC.

● FEM and MASC are sign., the interaction isn’t

(check «Multivariate Tests of Significance»)
● assess «Univariate F-tests» and «Roy-Bargman 

Stepdown F-tests» in conjunction
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MANOVA and MANCOVA

using manova.sav from TabachnikFidell_FilesSPSS
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Questions?

Comments?



MANOVA: Profile analysis

use profile.sav from TabachnikFidell_FilesSPSS
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MANOVA: Profile analysis

use profile.sav from TabachnikFidell_FilesSPSS
• check for univariate outliers:

SPLIT FILE SEPARATE BY agemate.
FREQUENCIES VARIABLES=info comp arith simil vocab digit pictcomp parang 
block object coding
  /FORMAT=NOTABLE
  /STATISTICS=MEAN STDDEV VARIANCE MINIMUM MAXIMUM SKEWNESS KURTOSIS
  /ORDER=ANALYSIS.

Export tables to Excel / Calc and assess whether 

MIN and MAX are within the limits of MEAN +/- 

3.3 SD → exclude case with arith = 19
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MANOVA: Profile analysis

use profile.sav from TabachnikFidell_FilesSPSS
• check for multivariate outliers:

REGRESSION
  /MISSING LISTWISE
  /STATISTICS COEFF OUTS R ANOVA
  /CRITERIA=PIN(.05) POUT(.10)
  /NOORIGIN
  /DEPENDENT client
  /METHOD=ENTER info comp arith simil vocab digit pictcomp parang block 
object coding
  /RESIDUALS=OUTLIERS(MAHAL).

Check the «Outlier statistics»-table for statistics 

larger than 31.264 (→ χ²
(11)

 for p = 0.001; p. 10)
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MANOVA: Profile analysis

use profile.sav from TabachnikFidell_FilesSPSS
• define repeated-measures ANOVA:

Analyze → General Linear M. → Repeated meas.

(a) repetition factor subtest (11), agemate as betw.

(b) Plot: subtest (H) × agemate (S)

(c) EM Means: all effects

(d) Options: Descript., Effect size, Power, Homog.
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MANOVA: Profile analysis

use profile.sav from TabachnikFidell_FilesSPSS
• results from repeated-measures ANOVA:

(a) sign. effects of subtest and subtest × agemate

     (using multivariate and univariate tests [GG])

(b) no sign. effect for agemate (between-subj.-eff.)

UNIVERSITY OF BERGEN

PAGE 47



MANOVA: Profile analysis

use profile.sav from TabachnikFidell_FilesSPSS
• assessing differences from population and 

calculate confidence interval for subtests:

(a) re-arrange and export Descriptive Statistics

(b) calc. 

     (assess differences betw. clin. groups / norm.)

(c) calc. 

     (subtest score over groups vs. per group)
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MANOVA: Profile analysis
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Questions?

Comments?



It’s your turn now!
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